
Module 1: Matrices & Eigenvalues

Week 2 Tutorial

Eigenvalues
and eigenvectors



Key goals for the class

1. What is the meaning of the eigenvectors and 
eigenvalues of a matrix?

2. How do we determine eigenvectors and 
eigenvalues?

3. What are the relations between eigenvalues and 
the determinant and trace of a matrix?

4. How many eigenvectors does a matrix have?



Matrices are linear transformations!

𝑤 = 𝐀 𝑣⃗ → 𝑥′
𝑦′ =

𝑎 𝑏
𝑐 𝑑

𝑥
𝑦

𝑥
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𝑣⃗ =
𝑥
𝑦

𝑤 = 𝑥′
𝑦′

Matrices can be thought of as linear transformations 
which rotate and stretch a vector:

transformation



What are eigen-things?

𝑥

𝑦

𝑣⃗

𝑤 = 𝜆 𝑣⃗

An eigenvector of a matrix is the special direction where 
the linear transformation corresponds to only a stretching

𝐀 𝑣⃗ = 𝜆 𝑣⃗

Typically, there are 2 such special 
directions in 2D space (… and 3 
special directions in 3D space …) 

The stretch factor 𝜆 is the eigenvalue

The eigenvectors and eigenvalues geometrically represent 
the properties of the linear transformation



How do we find the eigen-things?

How do we find the eigenvectors and 
eigenvalues of a matrix, that satisfy

𝐀 𝑣⃗ = 𝜆 𝑣⃗



How do we find the eigen-things?

How do we find the eigenvectors and eigenvalues of a 
matrix, that satisfy 𝐀 𝑣⃗ = 𝜆 𝑣⃗?

Re-write as …

𝐀 𝑣⃗ = 𝜆 𝐈 𝑣⃗ → 𝐀 − 𝜆 𝐈 𝑣⃗ = 0

The only way this can be true is if   𝐀 − 𝜆 𝐈 = 0
(otherwise, we could find a matrix inverse and would just have 𝑣⃗ = 0)

Example: what are the eigenvalues of 𝐴 = 4 −1
2 1 ?

We need to solve the equation 4 − 𝜆 −1
2 1 − 𝜆 = 0



How do we find the eigen-things?

How do we find the eigenvectors and eigenvalues of a 
matrix, that satisfy 𝐀 𝑣⃗ = 𝜆 𝑣⃗?

The general process is:

1. Find the eigenvalues by solving 𝐀 − 𝜆 𝐈 = 0
(where 𝑰 is the identity matrix)

2. For each eigenvalue 𝜆, find the corresponding eigenvector
by substituting in 𝚨 𝑣⃗ = 𝜆 𝑣⃗ and using one of the rows      
(the other row will give the same answer)

3. If needed, normalize the eigenvector such that 𝑣⃗ / 𝑣⃗ = 1
(or else can leave in terms of a scalar variable)



Tutorial question

Try Q1 on the tutorial sheet (determining eigenvalues 
and eigenvectors of a 2x2 matrix).



Properties of eigenvalues

The eigenvalues of a matrix 𝐀 have two useful properties:

1. The product of the eigenvalues equals the 
determinant of 𝐀

𝜆& 𝜆'⋯𝜆( = 𝐀

2. The sum of the eigenvalues equals the trace of 𝐀

𝜆& + 𝜆' +⋯+ 𝜆( = Tr 𝐀

These properties can be used to determine eigenvalues 
more easily, if some are already known



Tutorial question

Try Q2 on the tutorial sheet (properties of eigenvalues).



How many eigenvectors?

Do all 2×2 matrices have 2
eigenvectors?

If not, how many 
eigenvectors can they have?

How can we tell?



How many eigenvectors?

Do all 2×2 matrices have 2 eigenvectors?

Example 1: Consider a linear transformation 𝐀 = 0 −1
1 0 which 

corresponds to a rotation by 90° at all positions

𝑥

𝑦

𝑣⃗

𝑤

Rotation
by 90°

There are clearly no vectors 
which would only be stretched 
by this transformation, so 
there are no eigenvectors

Applying  𝐀 − 𝜆 𝐈 = 0 gives 
𝜆! = −1 so 𝜆 = ±𝑖 – no real 
number solutions!



How many eigenvectors?

Do all 2×2 matrices have 2 eigenvectors?

Example 2: Consider a shear 𝐀 = 1 1
0 1 , which tilts the y-axis but 

leaves the x-axis unchanged:

𝑥

𝑦
The only vector which is not 
rotated lies along the 𝑥-axis, 
so there is only 1 eigenvector

Applying  𝐀 − 𝜆 𝐈 = 0 gives 
1 − 𝜆 ! = 0 so 𝜆 = 1 is the 

only solution



How many eigenvectors?

Do all 2×2 matrices have 2 eigenvectors?

Example 3: Consider a matrix 𝐀 = 2 0
0 2 , which multiplies every 

vector by 2!

Every vector is an eigenvector 
with eigenvalue 2 – there are 
an infinite number of 
eigenvectors in this case!

Applying  𝐀 − 𝜆 𝐈 = 0 gives 
2 − 𝜆 ! = 0 so 𝜆 = 2 is the 

only solution𝑥

𝑦

𝑣⃗

2 𝑣⃗



Tutorial question

Try Q3 and Q4 on the tutorial sheet (properties of 
eigenvectors).

Note: if eigenvalues are repeated, 𝑛 linearly independent 
eigenvectors cannot always be found



Tutorial question

Try Q5 on the tutorial sheet (if time).



That’s all for today!


